B

2010) Information Society

Technologies

Project no. 035003

u-2010

Ubiquitous IP-centric Government & Enterprise Next Generation Networks
Vision 2010

Instrument: Integrated Project

Thematic Priority 2

D4.2.3 Report on the Mountain Rescue Servicélrial

Due date of deliverable: 31% October 2009

Submission date: 15" December 2009

Start date of project: May 1% 2006 Duration: 36 months
Organisation name of lead contractor for this deliverable:  Lancaster University

Revision: v1.0

Project co-funded by the European Commission
within the Sixth Framework Programme (2002-2006)

Dissemination Level

PU Public \/

PP | Restricted to other programme participants (including the Commission Services)

RE | Restricted to a group specified by the consortium (including the Commission Services)

CO | Confidential, only for members of the consortium (including the Commission Services)




2010 D4.2.3 Report on the Mountain Rescue Service Trial

Information Society
Technologies

Abstract
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Executive Summary

Deliverable 4.2.3 O6Report on the Mountain Resc
Deliverable 4.2.2 O6Prototype Mount aiDeliviRable42.3e Ser
is to document the results and findings gathered whilst carrying out the tests involved in the mountain
rescue service trial which was introduced in deliverable 4.2.2. The tests carresttialgscribedth this
document are designed highlight the suitability (and possible failings) of every aspect of the software

and hardware developed to support the Mountain Rescue service scenario.

As part of our efforts to support mobile network communications in this complex and difficultiecenar

we have developed a plethora of different hardware components, protocol designs and implementations
and software solutions. In this deliverable we aim to provide a comprehensive review of all of these
different components by testing each individual itend by comparing their properties and capabilities
against the requirements of the mountain rescue teams they are designed to support.

Deliverable 4.2.2 O6Prototype Mountain Rescue Ser
components thigorm the prototype implementation of the Mountain Rescue Service trial. This document
provides an overall picture of which components have been implemented, how they work together, the
methodology of the trial and our findings. Specifically, we test amalyse the functionality of the
following components:

e Presence Management System (PMS)
0 Software designed to transmit location updates from incident area to the headquarters.

Backpack Routers

0 Hardware devices designed to automatically deploy communicatidrastructure
across rescue incident areas.

Backhaul Internet Connectivity Options

o Wide Area communication links to transmit data to and from the incident area over the
Internet.

Command and Control Software (CaC)
0 Software designed to help mission coardors in all aspects of their role.
MANEMO Mobile Networking Protocol

o0 Protocol designed to automate all aspects of the communication network infrastructure
setup and maintenance.

Voice & Video Communication Service

Each of these separate components gaysnportant role in our overall mountain rescue communication
package and collectively they piece together to offer a comprehensive solution to mountain rescue teams
in general.

15/12/09 D4.2.3 Report on the Mountain Rescue Service Trial Paged of 130
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1. Introduction

Mountain Rescue is one of the most challenging emergeremyaso for which to implement ICT

solutions for the emergency worker8Vhen dilising new concepts in mobile networking the
communications network becomes a technology enabler for new applications such -tamereal
monitoring and management, VolIP, videgeaming and telemedicine.

The 42010 project has designed and implemented solutions to cater for widely dispersed and mobile
emergency workers operating memote geographical areas based amrapidlydeployed dynamic
communications infrastructurélhe Mountain Rescue service scenai® described in the -8010
deliverables D1.1.1 Reference scenarios based on user dtlidi€d.1.2 Functional requirements for
networks and servicg2] and D4.2.1 Report on the Mountain Rescue Service Cofgjept

Deliverable 4.2.3 OReport on the Mountain Resc
different tests and experimentarried out in order to ascertain the suitability of all of the aspects of
Lancast er Mboniam KRessue dolytibnsdesigned to facilitate mountain rescue operations.
These results cover the maulfferent aspects we have had to considecluding the underlying
networking solution and communications in general, the PMS client and the Command and Control
(CaC) centre software with all the services that it can provide, in addition to specialised applications for
use in this scteharko ¥$0OkRvéas fAPush

The rest of this document is structured as foltaws chapterthat follows immediatelybriefly describes

the aims of the methodology that we followed in our trials of the different components of our solution.
ChapterThree discuses thests that we carried out for the Presence Management System (PMS) client
application and provides results regarding its performandelthand oamountain rescue tests. It also
mentions the intermediate actions that we took to improve the performatiee PMS whilst finalising

its implementation.Chapter Four givesan overview ofthe backpack router tests and in particular
describes the resulieom in-field operation, battery lifetime and reliability testing, as weltresresults

from range conneidity tests. Chapter Five discussie® results from satellite and backhaul links tests.
Chapter Six illustrates results from our Command and Control software testing. It breaks down all the
different services provided by CaC and provides the resultsrofoaddi t i onal tests a
feedback from using the software. Chapter Seven illustrates and discusses MANEMO tests on the
different flavours of MANEMO. Chapters Eight and Nine describe Voice and Video tests respectively,
first individually andthen using our MANEMO protocol. Chapter Ten provides an evaluation of our
Mountain Rescue Solution against the original requirements that were set at the beginning of the project.
Finally, Chapter Eleven describes our recommendation for further work abét be carried out to
improve the Mountain Rescue Solution devised for 2610 project.
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2. Trial Methodology

The purpose of the Mountain Rescue service trial is to verify the operational working of the prototype
implementation and to validate that tleehinical and user requirements, specified in D1Fuctional
requirements for networks and serviggls have been met.

The Mountain Rescue service trial is conducted i
software and network protocols are tested by technical staff in both laboratory and field environments.
Meanwhile the operational aspects are tested in the field, first by technical staff and second by end users,
that is, members of the Cockermouth Moumt&escue Team (CMRT).

The highlevel objectives of the trial can be summarised as:
e Establish and maintain successful network connections from the mountains to HQ
e Network connections can be deployed rapidly
¢ No network or device configuration required byrss
e Reasonable mission lifetime across the system
e Connectivity maintained when roaming in mountains
e Sufficient voice service across network
e Sufficient video and image service across network
e Successful presence management / localisation service acrossknetwo

e Suitable Command and Control (CaC) backend solution

We therefore conduct technical oriented tests of all the individual prototype systems before conducting
technical and user oriented tests of the integrated systems.

2.1. Presence Management Service Tests

The main objective of testing the Presence Management SEPMS) is to verify that location updates

can be sent from user devices in the mountains to the software hosted at the Team HQ. Further objectives
include the ability for the client software tgseuthe best available communications medium and for the
system to recover when periods of no connectivity are seen.

The testing of the PMS consisted of three phases comprising initial lab tests, preliminary field tests and
orrmountain tests with thincident Area Network KAN) connected to the Team HQ. The-mountain

tests were undertaken in the region that the CMRT operates in and during those we have consolidated the
test parameters from which the results will be analysed:

e PMS client module synchronisati with GPS satellites
0 average time taken from activation to give a location
o differences between devices used
0 how stable are the GPS signals in mountains?

e Reported GPS locations verified for accuracy
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0 checked against Garmin readings

0 checked against map reags

0 checked against Google maps (server end)
Location updates sent using \Wiiwhen available

0 client monitors connection to server to verify it is reachable

0 client swaps to using SMS when Wi is unavailable or server is unreachable ovetRiVi
Client staes all locations and timestamps

o0 client updates server after periods with no connectivity available
Determine how many updates are lost

0 Wi-Fivs. SMS reliability

The results undertaken from these tests are reported in Chapter 3 of this document.

2.2. Backpack Router Tests

The Backpack routers perform a crucial role in the IAN of the Mountain Rescue service trial. As well as
effectively extending the coverage of the network on the mountainside, they also provide access to that
network for individual devicesAs the Backpack routers are a prototype design developedhnuse at
Lancaster University, it is therefore important to test that they meet their design objectives and satisfy the
requirements of the mountain rescue team in general. The requiremehtsBaickpack routers and their
design objectives can be summarised as:

Size. The router enclosure must be small enough to fit easily inside a backpack compartment.

Weight. The router must be light enough to be carried by rescue workers on long search and
rescue operations.

Boot time. The time taken for the router to be usable after it has been switched on should be as
fast as possible.

Easy to use. The user should not have to perform any configuration nor need any significant
training to operate the router

Battery lifetime. The router should be able to operate for several hours in order to be useful for
search and rescue operations.

Reliability. The router should not reset or hang.

Vibration and shock. Shocks and vibrations from walking, running and cdgrsiould not affect
the operation of the router.

Weather resistance. The router should be resistant to weather conditions i.e. wind, rain, frost and
sunshine.

Effective range. Theange that theadio hardware inside the routean cover.
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To confirm tre suitability of the Backpack routers we carried out a number of laboratory and field tests to
verify these goals (which we performed throughout the summer of 2009) as well as ascertained feedback
about the devices in general from mountain rescue workées.results of these tests are reported in
Chapter 4 of this document.

2.3. Satellite and Backhaul Link Tests

The satellite and backhaul links connect the Incident Area Network to the Team HQ, allowing
communication from the mountains to the Team HQ. The olgerctives of these links are:

e Satellite dish and receiver can be setup and configured rapidly.

0 time to setup dish, stand and receiver

0 satellite synchronisation time

o time for first packet to be routed from arrival at location
e Size and weight of satellitaggipment

o0 storage requirements

0 problems with dish size (high winds)
e Location requirements

0 Line of Sight (LoS}o satellite

o0 Estimated required distance from mountainside for LoS
e Data performance of satellite link

o in different weather conditions
e Radio backhal links can be setup and configured rapidly

0 time to setup antenna, stand and receiver

0 antenna pointing and link synchronisation time

o time for first packet to be routed from arrival at location
e Size and weight of radio equipment

o0 storage requirements

0 can tke remote relay be easily carried?

The results undertaken from these tests are reported in Chapter 5 of this document.

2.4. Command and Control Software Tests

The command and control (CaC) software is located at the Team HQ and provides a central point for
various services including the Alarm Service, the PMS, Video Service and GIS. The objective of these
tests is to verify that these services are operating satisfactorily:

e AlarmTILT Integration

0 Emergency operations can be launched and terminated using AlarmTILT
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0 Available members are contacted using AlarmTILT
o Software monitors responses from members and notifies them upon closure.
e GIS
0 Mappingengine displays all OS details
0 Maps have zoom in/out, scroll and rescale capability

(0]

(0]

(0]

(0]

(0]

Presence Management Service

Mapping aml navigation using GIS is accurate
All rescue worker movements are logged

Missions can be replayed from logs

Instant messaging

Messages can be sent and received using IPv6 and SMS

Video and Picture service

Web service showing video streams and pictures fremote cameras controlled from
CacC software

Discussion of the results undertaken from these tests are reported in Chapter 6 of this document.

2.5. MANEMO Tests

The MANEMO protocol suite we have implemented is the core technology behind the role of the
backmck routers. The successful operation of MANEMO is therefore critical to the success of the
Mountain Rescue service trial. In summary, the tests of the MANEMO software are:

e Ensure the MANEMO protocols operate without crashing or hanging the router

o Verify that MANEMO can operate witut user configuration or intervention
o Verify that MANEMO is able to connect to networks that have not beenqguiégured

o Verify that MANEMO can provide routing between the Mobile Command Post and the WAN via
the IAN

e Handover maagement

(0]

(0]

(0]

(0]

(0]

Certify the handover manager can monitor all available connectivity options
Ensure the handover manager monitcagedr3 connectivity to its Home Agent

Ensure the handover manager does not connect to incorrect, undesirableptiraab
networks

Examine how optimal the behaviour of the handover manager is

Conduct handover latency tests to determine impact on voice and video services

e Examine the effect of mobile chaining

0 What are the realistic possibilities for extending the IAN from the Mobile rGanadl
Post?
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o How far away from the Mobile Command Post giveintermediatéMobile Router®

e Identify any scenarios (however unlikely) that MANEMO cannot solve or where MANEMO is
not the optimal solution.

MANEMO test results are reported in Chapter 7 of doisument.

2.6. Voice Service Tests
The objectives of the VolP voice service tests, results of which are reported in Chapter 8, are as follows:

e |dentify how well the VoIP service performs usingnumerouswireless hops and different
backhaul connectivity options

o Identify the effect of signal degradation, channel interference and link utilisation on the VolP
service performance.

e Determine if it is possible to run a VoIP service in a MANEMO infrastructure and how feasible
this is.

e Compare the bespoke voice serwath a CoTS solution (Linphone).

o Identify situations where QoS may be suitable or even necessary in order to achieve an acceptable
VolIP service.

o Determine whether pudb-talk emulation provides a more robust voice service than an open
access, full duplexsystem. What is the optimal tradéf between user familiarity, system
robustness and feature richness?

2.6.1. Test Procedures

All voice service tests are carried out using-feeorded audio files in addition to unscripted user
conversations. Using precorde audio files allows a more exact measurement and analysis of data such

as packet latency and loss, since the content and semantics of the data is known in advance. Repeating the
tests with unscripted user conversations allows us to gain a more qualitsiiye into the voice service
performance based on user experience.

In order to make a comparison with a CoTS VolIP solution, we needed to findcmomercial 1Pve

capable VolP application. This application has to be IPv6 capable in order to operadtAdNEMO as
required. ldeally, this application would run in the Windows Mobile environment so the same client
devices could be used which would eliminate any hardware or OS performance differences.
Unfortunately, no suitable application could be foundt timatched the criteria exactly. Ultimately,
Linphone was chosen as the comparison application as it had all the desired functionality but only varied
in the device and OS that it operates on.

This means all tests are performed with PDAs running Windowsl®and the custom VolIP service and
with Linux laptops using the Linphone application.

All tests are performed with mobility in mind. The devices are only connected via a wireless access point
and varying scenarios of backend connectivity. They movepmitarn designed to push them in and out

of connectivity to see what happens in each situation. At firatdevices start close to the access point
and theraretaken close to the edge of signal range. Tdreyhen taken out of range before being siowl
brought back into range again. The final pagmto attempt to place the device right on the cusp of the
wireless signalo observe the effect on the NAservice

15/12/09 D4.2.3 Report on the Mountain Rescue Service Trial Pagel5of 130




. : . W]
2010> D4.2.3 Report on the Mountain Rescue Service Trial

Information Society
Technologies

RTT measurements for different test scenarios are taken using a ping utility. Packettidatandpoints

is recorded using the Wireshark network measurement tool in order to compare data rates and packet
losses. Ideally, this would be on the clients themselves but this is not possible with the Windows Mobile
PDAs. Therefore, data is capturadthe first and last router the data passes through in order to compare
loss on the backhaul. Sequence numbers for voice data will be used to determine packet loss in the test
scenarios. The tests are performed with as little network traffic as cariegeatin order not to affect

the results. The only exception to this is when background traffic is injected into the network to see if the
applications could benefit from QoS.

2.6.2. Test Scenarios

This initial testingstage consistof using a single Linu®Cwith a wireless network adaptor to broadcast

an IPv6 enabled wireless network. Thevides we have chosen to use, \®indows Mobile PDAs
runningthe custom VolP application and Rinux laptops running Linphonereset up ready to connect

to each other. @the LinuxPC,Wiresharkis usedto log to all packets fronthe connected devices. Each

pair of devicesarethen connected in turn and used to run the tests while the datartkeckddne purpose

of this stage is just to test both applications functiomextly with no errors and to give a base for data

rate comparison for later tests. The topology of the network set up being used for this stage can be seen in
Figurel.

(&B)
& Linux AP
Figure 1: Voice Service- Local Initial Testing

After the initial set of tests, the focus moves to a more complex sets of tests with gradually increasing
phases of complexity. The next phase is to see how the applications handle a simple wireless network
situation where there is ant&rnet connection as a backbone link. The setup consists of a Linux PC with

a wireless network adaptor acting as an access point connectacEtbesnet backbone which has a
connection to a Cisco wireless access point. The entire network is IPv6 enaldedki to support
MANEMO that is used later. This setup can be seen diagrammaticédigtire?2.

In this stage a test using ping6 to determine RTTs between the devices is performed. This is followed by
the basic audio tests whiconsist of the playing out of the audio files and users conversing using the
applications. These are close to the access points so the effect of the wireless determination is not a
considerable factor. This allows results to be taken about how the ¥aiBping with the backhaul
medium and its effect. Once these are completed, mobility tests take place. Firstly with one device from
each pair moving as described and then with both devices moving in this fashion. This will show the
effect of the wirelessignal and quality on the voice applications compared to the results they had with
strong signal and no loss in the previous test. When these have been completed, the same set of tests are
performed again, this time running IPERF over the backhaul conitgctiedium. In this case, UDP
packets are be generated in ever increasing frequency to simulate heavy traffic on the backhaul. This is
done in increments until the VolP degrades so much that it is unusable.
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Figure 2 : Voice Senicei Local Base Tests

In the following stage we run the same set of tests but with a more complex backhaul medium. Instead of
an Ethernet backhaul link, the global Internet is used. In order to give us a suitable number of hops an
IPv6-in-IPv4 tunnel isused with a provider that is a certain topological distance from the UK. This is
done for two purposes. It introduces the random traffic element to the tests so they can be compared to
previous tests where the traffic was controlled and increasing theenwhhetwork hops the traffic has

to go through, increasing the traffic delay and the chance that the packets will be lost in transit. Firstly, a
tunnel is established from Lancaster to London (or another nearby European city) in order to increase the
hops and delay by only a short amount to emulate a standard VolP call in the UK. After this, the tests are
then repeated with a much longer tunnel (e.g. to Hong Kong) in order to get a long a delay as possible and
a very high latency. This helps to emulaterag distance VolIP call. Finally, running the tests involving a
satellite link, using the Astra2Connect service, gives us a valuable set of results for VolP calls when a
satellite backhaul is the only option (quite possible in a Mountain Rescue conigait).this set of tests

is run without MANEMO present so we have a base comparison for these scenarios when the MANEMO
tests are run using the same situations.

Figure 3: Voice Service- Internet Tests

Once this stage has beermpleted, we should have a solid baseline for comparison when we introduce
MANEMO. These tests are part of the systems integration tests and so are described if.gection
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2.7. Voice Service tests over MANEMO

Further to the elenmtary Voice Service tests, further tests over a MANEMO infrastructure are required
to try to determine if a VoHtike service is feasible in a MANEMO environment.

This consists of two separate backpack routers (representing separate mobile networkkg ustr
devices connected to these routers. In addition, a Home Agent is located on the network, which provides a
mobility service for both backpack routers. The setup of this can be sEguia4.

In this setup the same stard set of tesis run as described for previoi®ice Servicdess. The initial

set of testés compared to the tests from previous stages to see what effect the MANEMO protocol set has
on the VoIP traffic and if any issuebkave arisen over the wireles connection. The extra tesise
concernedvith movement of théackpackrouterto whichthe devices are connected. For the first set of
tests the userdevices will stay close to thelirackpackrouters so wireless packet loss is limited and the
backpackrouters(not the user devicesyill be moved in the mobility pattern describedrlier This

allows us tosee how MANEMOitself affects thevoice connectios, as the actualiser devicesR D A 6 s

and Laptopy will maintain the same wirelesnnection to tbir associated backpack routdihe final

test for thisstage is to get MANEM@o perform a network handover obackpackouter. Thisinvolves
onebackpackouter moving out of range of the Linux AP and connecting to the Cisco AP.

Figure 4 : Voice Service and MANEMO
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Figure 5: Voice Service and MANEMOT Long distance

Additional complexity is introduced by adding a large delay link to emulate a VolP call over a large
distance(Figure 5). This is accomplished by adding a satellite link (and the necessaryinHR64
tunnel) at the egress of one access pdiatbefore this is to introduce a large number of hops in the
backhaul connectivity mediun@ne backpack router is @&bto access thome Agent locally while the
otherhasto traverse théunnel to reach it.
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Figure 6 : Voice Service- Large Number of Wireless Hops

A final set of tests uses the same backhaul setup as in the previous testis Authain of mobile routers
attached to one of the access poifigire6). This is to emulate the situation where the 1AN is extended
into a search region by the movement of the rescue workers carrying backpack routetberfdusll be
multiple wireless hops that are introduced to the IAN for somet@edd paths. Tests initially use a
chain of three backpack routers, with a view to determining how long the chain can be before VolP
performance becomes intolerable.

Finaly, a handover of the entire mobile router chain takes place to see what effect this has on the VolP
service. The effects of a handover with such a large amount of wireless hops should provide interesting
results.

2.8. Video Services Tests

Before testing th&/ideo Service in any complex mobile networking topologies it is first important to
ascertain whether the streaming video equipment we sourced suitably support our more basic
requirements, these requirements can be summarised as:

o Verify video server canansmit video over IPv6
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o Verify that the observed images and video are of sufficient quality
e Observed data rates when using
o Different encoding schemes
o Different video resolution
e Streaming method
e Stability of the camera when attached to backpack
e Average battey uptime when streaming continuously
0 Wired vs. wireless camera
0 Video resolution vs. power consumption
0 Encoding method vs. power consumption
o

Streaming method vs. power consumption

2.9. Video Service tests over MANEMO

Similar to testing MANEMO with the Voice 8éce, the performance of the Video Service in a
MANEMO environment will also be investigated. Although the latency requirements of the video streams
are not as critical as with VolIP, there is still an open issue to investigate regarding the behateur of t
video streams in the presence of multiple wireless hops and long distance links (e.g. satellite).

Perhaps, more interesting from an evaluation perspective is the effect on video stream performance due to
changes in available data rates. The unpredetahture of multiple wireless hops in the IAN, long
distance links across the WAN and handover events, all contribute to large variations in available data
rates over time.

For these reasons, we use the same test infrastructures as we also use iretSBerVioie tests (described

in Section 2.8 above) to test the Video Service performance. As with the Voice Service tests, the
MANEMO mobile routers will be arranged into the different configurations illustrated in Figures 4, 5 and

6 to test how the same matrk topologies (including multiple intermediary wireless hops and extended
paths across the Internet) affected the capability to transmit video in general. However, the Video Service
tests will concentrate on the effect that different stream resolutiwhsricodings behave in the presence

of these network conditions. Each of these tests is then repeated for the different streaming options
available (UDP, HTTP etc.).
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3. Results of the Presence Management System Tests

The main objective of testing thed®ence Management System (PMS) is to verify that location updates
can be sent from user devices in the mountains to the software hosted at the Team HQ. Chapter 6 will
then discuss the results of the Command and Control (CaC) software, operating atdhe tearhQ, whi c
receives and process the location updates. Additional objectives for the PMS tests are to verify the ability
for the client application to use the best available communications medium and for the system to recover
when periods of no connectiyiare seen. The delay of acquiring GPS readings in combination with their
accuracy was also very carefully tested and evaluated during these tests, as the GPS precision in the
search and rescue area is of critical importance. Furthermore, the loggitigriality of the PMS was
thoroughly analyzed as the recorded data allows the system to replay a mission and us to build coverage
maps of the available connectivity options. Moreover, lab anchamtain tests checked the robustness

of the hardware and tie®ftware and verified whether the initial requirements of the system were met.

The testing of the PMS consisted of three phases comprising initial lab tests, preliminary field tests and
on-mountain tests with the IAN connected to the Team HQ. The prelignifield tests and the en
mountain tests were undertaken in the region that the CMRT operates in, that is mainly around
Buttermerel oweswater and Lorton (Figure 7).

In all of our field/mountain tests, we disabled the GPRS functionality on the PDA sdefgicdwo
reasons: 1) to avoid the GPRS to-Wiswapping bug in Windows Mobile and 2) because GSM signals in
the region are generally not good enough to estahtidmaintain GPRS connections.
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Figure 7: CMRT Search Region

15/12/09 D4.2.3 Report on the Mountain Rescue Service Trial Page22of 130




uU-2000» D4.2.3 Report on the Mountain Rescue Service Trial ]

Information Soci
" Tndmol.;giu sty

At the early stages of the project we conducted some preliminary tests around the area of Buttermere
(both sides of the lak&igure8) and Scale Hill bridge to mainly check the GSM signal of the region, and
identify goodPoints of Presence (PoP) that could be used to setupViREi antennas that we acquired

later in the project. In addition, we ran these tests to help us build some connectivity coverage maps and
also check the GPS status around the regionttleaCMRT operates inDuring these very important
preliminary field tests the client application was initially used to log GSM signal, GPS status, GPS
location and battery level aqmlovided an initial foundation for evaluating later tests.

Blindbothe

Brandling

Mockerkin

Lampiugh

Figure 8: Terrain view of the CMRT Search Region

Later in the project, and as the client application of the PMS was strenuously being implemented and
tested technically in the lab, we conducted more fieltomnintain tests around the areas the CMRT
operates inhighlighted inFigure8. These tests, building upon the foundation provided by the initial tests,
identified important bugs on the application that could not have been found in the lab. To be specific, the
rural morphology of théerrain induced big fluctuations in both the GSM andRMsignal strength of the
temporary WiFi access points that we had set up and these caused the application to hang. Our exact
findings were :

a) The client application was throwing unusual exceptiohemit was trying to identify and log the
02 GSM signal strength around the region. As the region does not have permanent habitats 02,
and in fact none of the other telecommunication providers, have invested much in
telecommunication infrastructure in thegion and especially around Buttermere, and thus the
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b)

client application was getting big fluctuation in the readings of the GSM signal. For example, we
experienced cases when the GSM signal strength reading was 42% and when the person holding
the PDA was ding a step forward, it was dropping down to 0% (no signal). This was a very
useful finding, given the fact that we have not experienced it in the lab and on campus tests at
Lancaster, where the GSM signal strength levels were varying between 70% and 98%.

Similar behaviour, although less severe, was also experienced in these field tests witlrthe Wi
signal strength fluctuating more than expected. Whilst we were successful in providing backhaul
connectivity to the PMS client, by setting up temporaryRiVaccess points in the region which

were relaying data to the backhaul CLEO network, the client application was experiencing big
fluctuations in the WFi signal strength readings from these local access points, when a person
was roaming in the region, m&mndue to the rural morphology of the terrain including cliffs,
rocks, trees, lakes and rivers. The PMS client application was throwing exceptions that we have
not seen before and i-RA newarkscard df lhenRDAsn(wethadwhe sBva  t h
different IPAQ models at the time) was trying to poll and get the signal strength from nearby
access points.

Both of the aforementioned findings were very thoroughly analyzed in the lab and solutions were
found so that the PMS client application could harnléesituations gracefully. Replicating the GSM and
Wi-Fi signal strength fluctuations in the lab was of great difficulty and included various different tests
and consultation of experts in communications. OufPiMiests included setting up access poimith
different equipment that we could tweak the level of their signal strength and propagation, varying from
standard Linksys access points, to access points from atheros chigsSien&tivork cards handled by the
madwifi Linux drivers and access pointrmh Cisco MARs with and without their antennas. Our
thorough testing and replication of-omountain signal strength fluctuations included even the successful
construction of a faraday cageiqure9), which is known to reduce amtmetimes completely block the
signal propagation. The result of all the aforementioned tests was that we were able to handle gracefully
exceptions from GSM and Wi signal fluctuation readings in a way that they were not affecting the
effectiveness andhé overall goal of the PMS client application.
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Figure 9 : Faraday Cage constructed in our laboratory

In our effort to test our signal strength fluctuation corrections on the PMS and also start testing the online
and offline fundionality of the PMS client (i.e. how it behaves when no connectivity is available and
when connectivity is regained) two further tests were conducted in two different search and rescue
regions of the Lake District. The first one was a 10 minute drivevielll by a 70 minute walk around the

area of Ullswater Rigure 10) and the second was a 125 minute walk and drive around the areas of
Buttermere, Scale Bridge, Scale Hill and Lorton. The PMS client used both online and offlinemdode
managed to identify successfully the present or lack of connectivity options and send GPS updates using
the most efficient connectivity medium to the CaC server backend which was located at the time at

Lancaster University.
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5] Cockermouth Mountain Rescue Team's Server
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Figure 10: CaC screenshot of the drive and walk in Ullswater

During these tests, three further important issues were identified and actions were taken to resolve them.
The first one was that the standard IPAQ PDA batteries were not sufficient forr figstieg because
sometimes they could not last for more than an hour and a half with the PMS client running at its full
functionality. In other occasions, the batteries were not able to power the PDAs properly, leading to
graceless turn off of the PDAsyan though the reported battery level seemed sufficient for further testing
(e.g. 54%). This seemed to be a sign of Aworn ou
that the IPAQ PDAs were equipped with 1800mA batteries which could lasiowggr and in fact they

were more appropriate for real rescue missions. The second issue that we identified was about the interval
SMS messages with GPS updates were sent to the CaC interface. Normally, it4sdexs08ds for the

PDA devices to send &MS message to the server whenfVconnectivity is not available. However,

in cases with low GSM signal strength or severe GSM signal strength fluctuations, which are the norm in
the search and rescue region the CMRT operates in, the PDA needed -8psézohds to send and
sometimes retry the transmission of some SMS messages. When the transmission interval for SMS
location updates was 10 or less seconds this led to a lot of SMS messages being lost and getting loss
percentages up to 45%. Further analgdithe PMS client and CaC server logs identified that although

the system could cope with sending SMS updates every 10 seconds or less, the loss percentage was high
enough and made it inappropriate for the mountainous region of the Lake District. Expeiitheatified

that an interval of 20 seconds was balancing rightly our need to show location updates at the CaC whilst
keeping the percentage loss to minimum (usually less than 8%). A third issue that was identified during
these tests was the need to dyially modify the interval of the transmission of GPS coordinates as
there was a need of more frequent updates being sent when the rescuers were in a car driving towards a
location, than when tlyewere roaming and trying to find the casualty. This wae atgplemented and

tested in future field tests.
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As we werebecoming moreonfident with the PMS implementation we continued doing tests around the
region of Buttermere and Grasmoor Hily complementing the connectivity options witfi-Fi links

relaying daa to CLEO and with the Astra2Connect satellite link. WieFi connectivity to CLEQduring
thesetestas real i zed wirtels ptoms ews € odf afir Kaincdher dal e a
detail in Sectiort.1 of D4.2.2[9]. During these tests avwere providing IPv6 Wi connectivity to the

PMS clients using two 802.11b access points, which were relaying data to the Rannerdale car par PoP and
from there to the Low Fell hill PoP. From Low Fell data were relayed to the Moota Hill mast, just north

of Cockermouth, and then routed via the global Internet to our CaC. During these several hour tests we
were able to stress the capabilities of the PMS client and check how well it behaved in regions with good,
average and no WRi and GSM connectivity. Ourests showed that the client application managed to
confront no WiFi connectivity periods by sending SMS messages, and when GSM signal was very low
or lost completely, to store GPS updates for later transmission. The PMS client managed also to transmit
stored coordinates when connectivity was regained and at the same time flag the packets appropriately to
inform CaC for these occasions. A very useful finding during these tests was that after 45 to 50 minute
trials, the PDAs were becoming unresponsive atitbugh the PMS application was running correctly in
the background, someone could not interact very
Windows Mobile. This resulted in us coding a more lightweight implementation of the same fuitgtiona

for the client PMS and carefully handle the threads that were created to aid Windows Mobile in gaining
back their much needed memory and CPU cycles. These tests also resulted in carefully tweaking the way
the PMS client application was swapping froni-/to GSM and back, in order to minimize packet loss

as much as possible.

Figure 11: Rannerdale Car Park PoP looking at Grasmoor Hill (left), Access Point at
Rannerdale looking at the PoP (right)

Further oamountain experiments were carried out on the basis of the previously described tests leading to
refining more the PMS client application which had reached a very stable version and was also run on
newerHTC devices (Touch Cruise) which were mopowerful. Our tests showed that the PMS client
application could run in any Windows Mobile 5.0 or higher device with the appropriate network
configuration.

Battery life in the IPAQ devices with the 1800mA batteries when using the client applicatterfuth
potential, was generally between 3 and 4 hours. The battery life on the HTC devices was longer with
observed lifetimes up to 5.5 hours of continuous use.
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